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Abstract 

The C. elegans nematode worm is a small well-known creature, intensely studied for decades. 

Its entire morphology has been mapped cell-by-cell, including its 302 neuron connectome. The 

connectome is a synaptic wiring diagram that also specifies neurotransmitters and junction 

types. It does not however specify the synaptic connection strengths. It is believed that 

measuring these must be done in live specimens, requiring emerging or yet to be developed 

techniques. Without the connection strengths, it is not known how the nematode’s nervous 

system produces behaviors. Discovering these strengths as a set of weights is a challenging and 

important problem: an artificial worm embodying the connectome and trained to perform a set 

of behaviors taken from measurements of the actual C. elegans would behave realistically in its 

environment. This is a crucial step toward creating a functional artificial creature. Indeed, 

knowing the artificial weights might cast light on the actual ones. In this project a genetic 

algorithm was used to train the entire connectome, a large space of 3680 synapse weights, to 

learn behaviors defined as sensory-motor sequences. It was found that utilizing the topology of 

the connectome for local optimization and crossover significantly boosts the performance of 

the genetic algorithm. Using a network of artificial neurons, random sequences involving the 

entire connectome were successfully trained. Additionally, for locomotion training, sinusoidal 

body postures were observed when sensory touch neurons were stimulated. Locomotion 

training was done using a Fourier Transform fitness function. Finally, using the NEURON tool to 

simulate a biologically higher fidelity network, the pharyngeal assembly of neurons was 

successfully trained. 
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1. Introduction  

The nematode worm Caenorhabditis elegans almost needs no introduction to biologists, and is 

also known to many computer scientists who have an interest in neurobiology as a rich source 

of computational challenges. This one millimeter-long worm has been the subject of decades of 

extensive study in genetics, morphogenesis, and neurobiology. The connectivity of its nervous 

system has been largely mapped in the form of a connectome [1,2]. The connectome also 

specifies synaptic neurotransmitters and junction types for its 302 neurons and 3680 unique 
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synaptic connections. It does not, however, quantify synaptic connection strengths, a 

shortcoming that hampers its usefulness [3,4]. It is believed that measuring these strengths 

must be done in live specimens, requiring emerging or yet to be developed techniques. Without 

the connection strengths, it is not known how the nematode’s nervous system produces 

sensory-motor behaviors. 

From a computing viewpoint, the task is this: given stimuli to the sensory neurons that produce 

specific muscular motor outputs, determine synapse connection strengths as a set of weight 

assignments that perform the input-output mapping. Since the worm responds to temporal 

sequences of stimuli with motor output sequences, the weighting assignments must also 

produce these sequences. Such sensory-motor sequences are herein referred to as behaviors. 

And since the same connectome is capable of producing multiple behaviors, these must also be 

producible by the weights. Cast in the terminology of neurological connectivity types [5], the 

connectome defines structural connectivity, the weights correspond to effective connectivity, 

and behaviors can be viewed as functional connectivity. 

The aforementioned approach neglects a number of messy (from a computing science point of 

view) aspects of C. elegans such as: 

 Biological neuron dynamics are not uniform across cell types [4], and vary significantly 

from individual to individual [6]. 

 Synapses are in continual flux, dynamically changing during behavior execution [5]. 

 Chemical neuromodulators form extrasynaptic neural activation mechanisms [7]. 

 The likelihood that motor neurons involved with locomotion are directly activated by 

proprioceptive stimuli [8]. 

Nevertheless, the success of the training regime indicates that it should be possible to 

encompass additional variables as they are identified, at the expense of adding to the 

computational burden of quantifying the connectome. In this project, much of the modeling 

was done with relatively simple artificial neurons that are conducive to faster computation. It is 

expected that if a behavior can be produced by simple neurons, it can also be produced with a 

higher fidelity neural model. Toward that end, the popular NEURON simulation tool [9] was also 

used to emulate neurons on a smaller scale. 

In this project a genetic algorithm was used to train the connectome to learn behaviors. A 

genetic algorithm (GA) generates solutions to optimization problems using methods inspired by 

biological evolution, such as inheritance, mutation, selection, and crossover [10]. A diagram of a 

general genetic algorithm is shown in Figure 1. Evolutionary algorithms such as a GA are 

frequently applied to combinatorial optimization problems. These algorithms can be considered 

global optimization methods that use iterative progress, such as fitness of a population. What 



 
 

distinguishes GAs from other search-based techniques is the ability to find good solutions in 

large rough parameter spaces. Producing fine-tuned solutions is not a typical strength of GAs; 

hence they are often supplemented by local optimization techniques, such as hill-climbing [11]. 

 

Figure 1 – General genetic algorithm diagram. 

GAs have been found to be particularly effective for optimizing large numbers of parameters in 

neural models [12], and to be superior to other approaches applied to biological neural network 

optimization [13]. In this project, utilizing the topology of the connectome for local optimization 

and crossover was shown to significantly boost the performance of the GA. It should be noted 

that previous GAs applied to C. elegans either (1) deal only with a subset of the connectome 

[14], (2) condense the connectome into coarser neural units [15], or (3) insert hypothetical 

mechanisms such as a central pattern generator (CPG)  [16]. In contrast, the GA used herein 

trains the entire unmodified connectome. 

1.1. The OpenWorm project 

The OpenWorm project (www.openworm.org) [17] is an organization welcoming researchers 

from eclectic fields to collaborate on the construction of high fidelity virtual models of C. 

elegans, and on tools to visualize and manipulate the models. A connectome-controlled robotic 

vehicle has also been built [18]. Input to this enterprise is the voluminous literature produced 

by researchers around the world. The virtual model consists of a body with individual muscles 

that move in patterns that have been validated by measurements of actual worms. Of course 

the model also contains a nervous system configured by the connectome that senses the 
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environment and controls motor functions. Determining the synapse connection strengths that 

produce lifelike behavior is a piece of the puzzle and is the goal of this project. 

2. Description 

A special genetic algorithm (GA) was used to train behaviors in the C. elegans connectome. The 

algorithm combines the conventional functionality of a GA with optimizations that utilize the 

topology of the connectome, a technique that is novel to this approach. 

The GA “chromosome” consists of 3680 “genes”, each gene corresponding to the weight of a 

source-target neuron connection in the connectome. In C. elegans, a connection frequently 

consists of multiple synapses. Consequently, the maximum value of a gene is scaled by the 

number of synapses in the connection. The algorithm performs crossover and mutation, as well 

as local hill-climbing optimization. Each generation, a new population of offspring is created 

and merged into the existing population using elitist fitness pruning. The following procedure is 

used to create a new offspring: 

1. Randomly select a member of the population for reproduction. This non-elitist policy is 

intended to promote population diversity. 

2. Randomly decide to find a mate. If mating, randomly select a mate from the population. 

Mates combine genes using crossover to produce a child as described in the 

connectome-aware crossover section below. If not mating, the offspring is a clone of the 

selected member. 

3. Randomly decide to mutate the offspring. If mutating, randomly mutate a subset of the 

offspring’s gene values. 

4. Optimize the offspring’s genes as described in the connectome-aware hill-climbing 

section below. 

2.1. Connectome-aware hill-climbing optimization 

The strategy of connectome-aware hill-climbing is to optimize the synapse weights of 

connected chains of neurons with the expectation that sensor-to-motor activation values will 

improve, enhancing fitness.  Chains can consist of an optional sensory neuron, an optional 

motor neuron, and a variable number of interneurons; it is possible for a chain entirely 

composed of interneurons to be selected for optimization.  

First, a random neuron is selected for optimization. Then a random choice of a “from” or “to” 

chain of neurons is made. The neurons in a “to” chain are iteratively targets of the selected 

neuron, and those in the “from” chain are iteratively sources. Iterations of probabilistically 

decreasing selections of neighboring neurons are performed, resulting in a variable length chain 



 
 

of connected neurons. The iteration process halts upon encountering a cycle or upon reaching a 

sensory (motor) neuron for the “from” (“to”) case. Figure 2 shows a chain of length three. 

 

Figure 2 – Selection of neuron chain and hill-climbing search. 

Combinations of weightings for the synapses in the chain are then tested for fitness. Each 

synapse weight is either unchanged, increased by a random amount (not to exceed a maximum 

value), or decreased (not below zero). The fittest combination is then stored in the 

connectome. 

2.2. Connectome-aware crossover  

In conjunction with the local optimization described in the previous section, random neuron 

assemblies are selected from parents during crossover to be inserted into the offspring, as 

shown in Figure 3. The strategy is that optimized synapse weights will combine in the offspring 

to improve fitness.  



 
 

 

Figure 3 – Crossover with optimized neurons 

The crossover process consists of iterations of the following: 

 Select a neuron from a randomly chosen parent. 

 Neurons connected to the selected neuron probabilistically “cling” to it in a distance-

based decreasing manner. 

 Synapse weights from this neuron assembly are placed in the offspring, overwriting 

existing weights. 

Note that the assemblies are not necessarily chains. The process halts when the offspring is 

fully loaded with synapse weights. 

2.3. Connectome of artificial neurons 

A connectome model is used to compute fitness for the genetic algorithm. For efficiency and 

expediency, the initial version of the network was constructed using neurons popular in the 

domain of artificial neural networks [19]. Compared to a biological neuron, an artificial neuron 

is a simple object having an easily computable activation function, corresponding to the firing 

of the former.  The architecture of an artificial neuron is shown in Figure 4. The threshold 

quantity is also frequently referred to as a bias. In this application, it is used to stimulate 

sensory neurons. In this context, excitatory synaptic weights are constrained from values 0 to 1. 

Inhibitory synapses, defined as those expressing the GABA neurotransmitter, have weights 

ranging from 0 to -1. 



 
 

 

Figure 4 – Artificial neuron 

Figure 5 shows the logistic activation function, a “sigmoid” that ranges from 0 to 1. β is a slope 

parameter set to 1.  

 

 

Figure 5 – Logistic sigmoid activation function 

C. elegans also possesses many gap junction, or electrical, synapses in contrast to chemical 

synapses. Both of these synapse types are modeled in the same way. Signal propagation in 

biological neurons can be variable; artificial neurons propagate signals uniformly in a step-by-

step fashion. 

2.4. Connectome of NEURON simulated neurons 

NEURON [9] is a popular simulator for modeling biological neurons. NEURON simulated 

neurons are, however, computationally significantly more expensive than artificial neurons. In 

an effort to trend toward higher biological fidelity, a NEURON-based connectome was also built 



 
 

using the neuroConstruct tool [20]. The output of neuroConstruct is a NEURON hoc file that 

describes the network, including synapse weights. 

2.5. Implementation 

The program, bionet, comprises approximately 15K lines of threaded C++, along with ancillary 

Java code to import and create a connectome network, and Bash and Bat shell scripts for 

execution. The project is available at github.com/openworm/bionet and builds on Windows 

(Visual Studio) and UNIX (make/gcc). 

3. Results 

The results reported herein were obtained by the use of allocated resources provided by the 

Extreme Science and Engineering Discovery Environment (XSEDE) (www.xsede.org), a set of 

supercomputing platforms supported by the United States National Science Foundation (NSF). 

A training run typically required several hours using 256 shared memory cores. For this reason 

the results shown are representative of a limited number of runs. However, no run was found 

to conflict with those shown. Interested parties are invited to download and run the code for 

further validation of the results.  

The results for three tasks will be presented: 

1. Train the connectome to perform feasible behaviors. 

2. Train the connectome to react to the “light touch” stimulation with locomotion 

movements. 

3. Using the NEURON simulator, train the pharyngeal neuron assembly. 

3.1. Feasible behaviors training 

The training of feasible behaviors used the artificial neuron version of the connectome. The 

goal of this training is to determine how well behavior caused by a target connectome with 

unknown synapse weights can be replicated by training other connectomes using the genetic 

algorithm described previously. The target connectome’s behaviors are feasible since its 

specific weightings are, of course, one potential solution. 

The procedure is as follows: 

1. Generate a connectome with random synapse weights. 

2. Feed a sequence of random input stimuli into the sensor neurons. 

3. Record the motor neuron activations as output. 

4. Repeat 2-3 to create multiple behavior sequences. 

5. Generate a population of randomly weighted connectomes. 

6. Evaluate population member fitness as follows: 
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a. For each behavior, feed the input stimuli into the sensor neurons. 

b. Record the motor neuron activations as output. 

c. Fitness is defined as the mean difference between target and member 

output values, plus 1 for every difference over .05 (5%). 

The population is initialized to 500 members. For each generation, 250 parents are randomly 

(non-elitist) chosen to produce offspring. There is an 80% chance of a parent choosing a mate 

to produce its offspring using the crossover technique described previously. The mutation rate 

is 5%. Once created and evaluated for fitness, the overall population of 750 is pruned to 500 

using fitness as the sole criterion (elitism). 

 
Figure 6 - Training two behaviors of length 10 

 
Figure 6 shows the fittest member error over 2000 generations, where two behavior sequences 
of length 10 were concurrently trained. The starting mean difference between the target and 
fittest member motor neuron outputs was .12 (12%). The final mean was .01 (1%). The efficacy 
of these results for the artificial C. elegans can be evaluated when the technique is used to reproduce 
movements captured from videos of actual C. elegans. For now, since training the entire connectome is 
a novel aspect of this project, comparative results from the literature are in short supply. It is 
recommended that further research should be conducted to obtain such results. 



 
 

 
Figure 7 - Step-by-step training two behaviors of length 5 

 
Tests were done to observe the effect of training each step in the behavior sequences in order. 
Each step was tested for 500 generations before adding the next to the sequence. Figure 7 
shows the result of this for two behavior sequences of length 5. The relatively small error spike 
for the first step is explained largely by network signal propagation delay. By the second step 
more signals have reached motor neurons, resulting in a large error spike. Interestingly, as 
subsequent steps are trained, the initial error spikes diminish, as learned weights become 
increasingly disposed to produce correct outputs regardless of the inputs. Overall this training 
regimen shows much promise. 



 
 

 
Figure 8 – Training without connectome-aware optimizations 

 
In Figure 8, the effect of removing the connectome-aware optimizations described previously is 
examined. Without these optimizations, the genetic algorithm plateaus at nearly three times 
the errors. 
 



 
 

 
Figure 9 – Training with only connectome-aware hill-climbing optimization 

 
Conversely, it can be seen in Figure 9 that the connectome-aware hill-climbing optimization 
exhibits a shallower initial improvement slope and has approximately 2.5 times the error at a 
comparable point in Figure 6. 

3.2. Locomotion training 

Understanding how C. elegans undulates for locomotion is a major research topic [7,8,16]. 

Touch stimuli that cause undulating movement [21,22] is a specific behavior that would be 

valuable to train for an artificial worm. As with the previous task, this task used the artificial 

neuron version of the connectome. At this level of abstraction, it seemed premature to attempt 

to produce a specific undulation pattern. Moreover, these patterns were in the process of being 

validated as part of the OpenWorm project at of the time of this undertaking. Therefore the 

training aimed at producing unspecified sinusoidal patterns along the body varying through 

time, allowing the connectome the freedom to assume “natural” synaptic weights to 

accomplish this. 

The question then was how to implement a fitness function that rewards sinusoidal patterns. 

Decomposing a pattern using a Discrete Fourier Transform [23] into component frequencies 

was chosen for this task. More distinct sinusoidals exhibit frequency spectrums that are less 

distributed, as illustrated in Figure 10, as opposed to that shown in Figure 11.  

 



 
 

 

 
Figure 10 – Distinct sinusoidal spectrum 

 

 
Figure 11 – Distributed sinusoidal spectrum 

 
The training set consisted of co-trained behaviors. The first stimulated the anterior ALML and 
ALMR touch sensor neurons and rewarded fitness for sinusoidal activation patterns among the 
motor neurons controlling the muscles for the twelve body segments that power undulation.  
The second behavior removed the sensory stimuli and rewarded fitness for lack of motor 
output to ensure that the sinusoidal outputs are instigated by sensory input.  
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Figure 12 – Sample sinusoidal pattern 

 
Figure 12 is a graphical depiction of the result of training with the stimuli applied. The activation 
levels of the ventral and dorsal muscle groups are shown along the left and right sides of the 
figure respectively. Although a sinusoidal pattern appears along the body, this pattern is 
stationary, and no amount of training was effective in producing time-varying patterns. One 
reason for this might be the lack of a central pattern generator (CPG) within the connectome 
for locomotion, a conclusion reached by Wen et al. [8], who contend that proprioceptive 
feedback sustains undulation. Motor neurons serving dual roles as body bending sensors are a 
possible mechanism for this [24]. 
 
As a crude attempt to ferret out any CPG residing in the connectome, all the sensory neurons 
were stimulated simultaneously and fitness rewarded for any dynamically changing activations 



 
 

anywhere in the connectome. This attempt did not succeed; the connectome assumes a 
gradually quiescent activation state. 

3.3. NEURON pharyngeal training 

Using the NEURON simulation tool as a fitness evaluation function, the C. elegans pharyngeal 
neuron assembly, consisting of 20 neurons, was trained to produce feasible activation patterns, 
reducing the mean neuron activation difference from more than 50% to less than 5%. This is 
shown in Figure 13. This was done using a population of 50 evolved over 200 generations. 

 
Figure 13 – NEURON pharyngeal training 

4. Conclusion and future work 

This project trains the connectome of the actual C. elegans nematode, derived from 

neurobiology research, a network containing 302 neurons connected by 3680 synapses. 

Training the synaptic connection weights is a daunting optimization task, and one apparently 

not previously undertaken with any published success. The previously employed practice of 

training with subsets of the connectome are prone to making unwarranted assumptions about 

the modularity of the connectome.  

The novel connectome-aware genetic algorithm described and exercised here is a powerful 

approach, judging from the results. The success of co-training behaviors is also an important 

finding, since the C. elegans connectome is capable of producing multiple behaviors. 



 
 

Although limited in scope and quantity, these results point to positive prospects for training 

higher fidelity connectome models that represent, for example, new proprioceptive and 

chemical neural properties. This will not only help to build a high fidelity artificial worm, but 

also possibly throw light on the synaptic weights of the natural C. elegans that neurobiologists 

are working to discover. 

In the future, training locomotion behaviors using OpenWorm Movement Validation 

(docs.openworm.org/en/latest/Projects/worm-movement.html) measurements as fitness 

criteria will allow the connectome to produce more realistic movements in the Sibernetic body 

model (github.com/openworm/OpenWorm/wiki/Sibernetic-Overview). 

In addition to the use of the NEURON simulation tool, a preliminary incorporation of c302 

(github.com/openworm/CElegansNeuroML/tree/master/CElegans/pythonScripts/c302), a 

neural model specifically tailored for C. elegans, into the bionet software has been completed.  
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